Syllabus - Math 3626: Applied Matrix Techniques
Bert G. Wachsmuth

Web: http://pirate.shu.edu/~wachsmut/
Office: SC118D

Contact: wachsmut@shu.edu or bert.wachsmuth@shu.edu (email), x5167 (phone)

Text Book: none – we will use free Internet resources as posted on the class web page 
Course Description

This is a fun course at the intersection of mathematics and computer science. This course introduces fundamental matrices and matrix algorithms used in applied mathematics, and essential theorems and their proofs. It covers matrices used in linear optimization, solving systems of linear differential equations, and modeling of stochastic processes. It also covers implementing matrix algorithms with mathematical software. Prerequisites: MATH 2711, MATH 2813, CSAS 1113 or CSAS 1114

Policies
Cheating and Plagiarism: The standard policy of Arts and Sciences applies. Academic dishonesty (e.g. cheating and plagiarism) will mean an F for the term and may be referred to the Dean’s office for additional action.
Attendance: Attendance at every class is expected. If you do miss a class, you are responsible for the material covered, any homework, etc. There will be no makeups if you miss a quiz, exam, or homework while absent. 
Students with Disabilities: If you have a documented disability you may be eligible for reasonable accommodations in compliance with University policy, the Americans with Disabilities Act, Section 504 of the Rehabilitation Act, and/or the New Jersey Law against Discrimination. Students are not permitted to negotiate accommodations directly with professors. To request accommodations or assistance, please self-identify with the Office for Disability Support Services (DSS), Duffy Hall, Room 67 at the beginning of the semester. For more information or to register for services, contact DSS at (973) 313-6003.  

Grading

The final grade will be determined by scores on quizzes (frequent), two exams, and homework (programming and non-programming). Students may be required to present their solutions in class and/or to submit them (electronically if suitable). The final grade will be calculated as follows:

	All quizzes:
	20%

	Midterm exam:
	20%

	Final exam:
	20%

	Programming homework:
	20%

	Non-programming homework:
	20%


Course Outline

· Introduction to the course and software used: Mathematica, classroom management software (such as DyKnow), overview of the course
· Introduction to programming in Mathematica: Functions and procedures, branching, loops, arrays and lists

· Representation of numerical data: Exact versus approximate representation of numerical data, symbolic computation versus numeric computation, Mathematica data types, rounding errors, error propagation, and importance of error analysis

· Computational linear algebra: Mathematica matrices, Mathematica linear algebra package, review: Gaussian elimination, algorithm for Gaussian elimination

· Linear Optimization and Simplex Algorithm: Geometric view, algebraic view, infeasibility, unboundedness, cycling, fundamental theorem of linear optimization, duality theorem, Mathematica optimization package
Review and Midterm exam
· Markov processes and chains: Markov process, definition of Markov chain, transition probability matrix, classification of states, canonical representation of the transition probability matrix, finite Markov chains with transient states, Markov chain command in Mathematica
· Irreducible Markov chains with ergodic states: Transient behavior, limiting behavior, first passage
· Maybe: Statistical inference for Markov chains: Estimation of the elements in a transition probability matrix

· First-order Two-dimensional homogeneous systems of linear differential equations: Solutions and linear orbits, review: eigenvalues of matrices, solutions and different types of eigenvalues, phase plane, stability, Mathematica differential equations package

· First-order Two-dimensional non-homogeneous systems of linear differential equations: variation of parameters

· Higher-dimensional systems of linear differential equations: Extension to three-dimensional system, higher-dimensional systems, reduction of higher-order systems to first-order systems

Review and Final exam 
